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Multi-relational Data

(head, label, tail) (h, l, t)

ex:
(User 1, buy, book)
(movie, director, Ang Lee)

User 1 bookbuy

movie
director

Ang Lee

Node : entity
Edge : relationship
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Translation-based model

Negative triple : head or tail replaced by a random entity 
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Translation-based model
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Dataset
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Dataset-Wordnet
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Dataset
-Freebase
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Conclusion

• proposed a new approach to learn embeddings of KBs, focusing on 
the minimal parametrization
• highly scalable model
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